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“Abstract” 

Emotion identification is a complex research area that can enable unique multi-device experiences. 

Smartphones, the dominant mode of communication, can aid in emotion prediction. However,  there is 
a lack of datasets with precise ground truth labels based on user smartphone behavior due to 

challenges associated with dataset annotation. Present annotation techniques rely either on self-

reporting or recording on desktop applications, which is less natural. In this work, we address these 

issues by devising a user-centric approach to collect and annotate user data in a non-intrusive way on 

smartphones. We derive insights from the annotated data comprising behavior,  emotion, and 
personality. The data consists of categorical features that do not include personally identifiable 

information, thus preserving user privacy. We validate the annotated data by an emotion prediction 

model using the Random Forest classifier, achieving an accuracy score of 67.73%. Further, we 

achieve an accuracy of 77.95 % on sentiment prediction (positive, negative, and neutral) using the 

Support Vector Machine (SVM) classifier. 

 

Keywords: Emotion prediction, Data annotation, Privacy, Behavior Insights. 

1 Introduction 

Since the 17th century, the word “emotion” has been used in English as a translation of the French 
word “´emotion”. The term began to be used considerably more frequently in 18th century English, 

often to refer to mental experiences. In the next century, it ultimately developed into a theoretical term 

due to the significant influence of two Scottish philosopher-physicians, Thomas Brown and Charles 

Bell (Dixon, 2012).  Over the period, multiple researchers tried to develop models for understanding 

emotion. Broadly, two types of emotion models are considered: categorical and dimensional. 
Categorical emotion models divide emotions into distinct categories. Ekman’s (1992) classic six-

basic-emotion model comprising of emotions: happy, sad, anger, fear, surprise, and disgust is an 

example of the same. Robert Plutchik (2001) proposed another prominent categorical emotion model 

that described emotions as a combination of eight basic emotions. Compared to Categorical Models, 
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Dimensional Models express emotions using a multi-dimensional space. The Pleasure-Arousal-

Dominance model (Russell et al., 1977) is one such dimensional model that argues that three 

dimensions of pleasure-displeasure, arousal-nonarousal, and dominance-submissiveness are sufficient 

to describe a large variety of emotional states. 

Contrary to emotion, which is short-lived, personality traits are the cognitive, behavioral, emotional, 

and motivational characteristics of an individual that are more consistent across situations (McAdams, 

2015). Each person varies along a spectrum on any given trait (e.g., a person can be open-minded, 

close-minded, or in between). Over the years, many theories have suggested the number of traits that 
can describe any individual’s personality. There are different taxonomies discussed in the literature 

(Oliver et al., 1999). In this paper, we have focused on the most widely used big five human 

personality traits: extraversion, openness, conscientiousness, agreeableness, and neuroticism (McCrae 

et al., 2008). 

Few attempts have been made to establish a relationship between personality and emotion, both 

equally important to understand the user. The Personality Emotion Model (PEM) workflow enables bi-

directional personality-emotion mappings (Donovan et al., 2021). Sadeghian et al. (2021) shows that 

for emotional profiling or user behavior understanding, the personality can help in boosting the 

emotional model’s accuracy. Our work attempts to build over this understanding and provide a more 

practical and non-intrusive way to understand this relation. 

To study this relation, we opted to observe user behavior on the smartphone. People are spending a 

third of their waking time on smartphones as per app monitoring firm App Annie (data.ai, 2022), 

which is close to 4.8 hours. Thus, it is essential to understand the factors that can influence a user’s 
emotions in a non-intrusive manner. Another important aspect while researching the relation is to 

maintain user privacy. Privacy of personally identifiable information (PII) and other user data is one of 

the significant concerns that permeate recent technological developments and associated regulations 

(Pelteret et al., 2016). Most of the previous works involving the task of emotion prediction from 

Smartphone usage utilize one or more PII, which may not be desirable to the user.  

 

Considering all the above factors, the main contributions of the paper are manifold: 

1. To the best of our knowledge, this is the first work to capture the relation between personality, 

emotion, and user smartphone behavior in a non-intrusive way, maintaining user privacy. 

2. We propose a novel annotation technique using the smartphone for generating ground truth 

labels. We developed a user trial app based on the same and distributed it to over 100 

participants for collecting tagged ground truth data. 

3. We derive critical insights from the data collected from the user trial app about emotion, 

personality, and user behavior. 

4. We validate the collected non-intrusive data by developing and implementing a system for 

automatic emotion detection. We extract different features from the collected tagged data, 

train the machine learning model and test its performance. Our system can detect emotion 

with an accuracy of 67.73% and sentiment with 77.95%, respectively. 

2 Related Works 

Data collection is the first and one of the most crucial steps in performing any analysis. Especially in 

the field of Machine learning (ML) and Artificial Intelligence (AI), the quality and depth of data will 

determine the level of AI applications that can be achieved. Data collection and analysis methods have 
been explored since the early 1600s when John Graunt (1977) conducted data analysis on gender-

based death rates and attempted to predict life expectancy. Over the years, the research in this field 

evolved where questionnaire-based data collection was explored (Baker, 2003). Recently, due to the 

advent of smartphone usage, UI designs for more effective data collections have been extensively 

studied (Schobel, 2014). 
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Human emotion recognition is vital in improving the overall user experience. Emotion recognition has 

been pursued utilizing inputs from a variety of domains. Audio emotion recognition systems (Ooi et 

al., 2014) extract features like Mel Frequency Cepstral Coefficients (MFCC), Log-mel spectrograms, 

etc. from signals to determine the emotions. Another widely researched area is visual features-based 
emotion recognition. Vision-based systems like (Akhand et al., 2021) use facial expression features to 

detect the subject’s emotion in the image. Studies like Quanzeng et al. (2016) focus on identifying the 

emotions evoked due to a particular image for the spectator. Other popular modalities from which 

human emotion is recognized is sensor-based techniques (Kanjo et al., 2016) and text (Majumder et 

al., 2019). The abundant availability of data also follows the wide research in these fields. Some of the 
popularly used datasets include MELD (Poria et al., 2018), IEMOCAP (Busso et al., 2008), 

RAVDESS (Livingstone et al., 2018) and many more.  

With the advent of smartphone usage, one of the most significant indicators of a user’s emotional state 

is the user-activity data. Although extensive research in emotion recognition utilizes various 
modalities as listed above, research in this field of predicting the mood/emotion of users using mobile-

activity data, which is mostly categorical, is sparse. One important blocking factor is the lack of data. 

Previous work in this area includes MoodScope (LiKamWa et al., 2013). Here they create a data 

collection application and collect information like SMS, email, phone call, application usage, web 

browsing, and location from 32 participants four times a day to build statistical usage models to 
estimate mood. They use least-squares multiple linear regression to perform the modelling, along with 

Sequential Forward Selection (SFS). Bogomolov et al. (2014) and Hung et al. (2016) focus on 

detecting negative emotions like stress, depression from user activity data collected using a custom 

application. Since labelled data of this kind is sparse, iSelf (Sun et al., 2017) attempts to tackle the 

problem of cold- start conditions to predict emotion labels. 

More interesting approaches to collect labelled data using smartphones have been explored in the 

following years. MoodExplorer (Zhang et al., 2018) proposes the system framework for compound 

emotion detection via smartphone sensing. They collect data from 30 university students and apply 

feature selection techniques to detect compound emotions rather than singular labels. Morshed et al. 

(2019) propose a framework for predicting mood instability using passively sensed data gathered from 
smartphones and wearables. Authors formulated mood prediction as regression problem and 

considered several modalities based on audio, sensor, GPS information etc. to predict mood instability. 

Darvariu et al. (2020) developed MyMood, a smartphone application that allows users to periodically 

log their emotional state together with pictures from their everyday lives along with passive sensor 

data. They use this visual information along with sensor data to develop deep learning methods for 
human emotion prediction. Roshanaei et al. (2017) developed the Emosensing app to collect ground 

truth data for emotion prediction, which requires the user to launch the application and log the emotion 

manually. They incentivize users with monetary benefits to encourage data logging. Further, they used 

the collected data: activity, smartphone app usage, and location (private data) to predict 13 different 

user emotions. Further studies also use personality information and relate to users’ emotional states, as 

studied in (Donovan et al., 2021). 

Most of these prior works rely on the content of user activity, like message content which may contain 

user-private information. Further, most studies collect data by incentivizing the user to record 

emotions which may result in unnatural and forced data. We address these drawbacks in our work and 
propose a non-intrusive smartphone activity annotation technique followed by some significant 

insights. 

3 Designing Emotion Data Collection Experience 

Designing the most effective application for data collection is a challenge. We try to motivate the user 

to regularly contribute annotations without the need to provide any incentive for the same. Doing this 

will help collect accurate data annotation and avoid forced data logging. To achieve this, we develop a 

novel design for data collection, which is discussed in this section.  
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We design our emotion annotation method following an iterative and user-centric approach. We 

designed the experience not only to enable users to record emotion-related data with ease but also to 

reflect on the data recorded insightfully. We tried to encounter the main problem, which any data 

recording app might face (Caldeira et al., 2017), which is to motivate or trigger users to record the data 
every day in a regular fashion. We solved this by studying social media behaviors where users feel 

rewarded subconsciously for using the app, e.g., Gamification in Snapchat (Hamari et al., 2014). They 

introduced a feature called Streaks that encourages users to open the app and use it regularly (Furner et 

al., 2014) We took the inspiration from the same and incorporated Streaks in our design to motivate 

users for frequent data annotation as shown in Figure 1c.  

 

   

a. Emotion selection screen b. Activity selection screen c. Streak page 

Figure 1. Main Screens of the Reflektion Application. 

 

We anticipated that users might find it challenging to find the app repeatedly, as they might not have 

placed it in phone in an accessible manner (Lavid Ben Lulu et al., 2013). We thus introduced a nudge, 

which prompts the user to add the app widget on the home screen for quick access. This nudge 

surfaces during the first-time experience of the app (Figure 2c). Once the user adds the widget in the 

home screen, they can record emotion with a simple tap. 

We added periodic notifications, which serve as a reminder for the user to log their emotion. Apart 

from these nudges, we also trigger notifications after certain activities like a switch in airplane mode, 

phone reboot, playing music, etc., which allow us to collect data in that particular context. We believe 
that users can then reflect on the emotion they viewed just after the event/ situation has ended 

(Ferdinando et al., 2018).  

We used basic design guidelines, simple language (ex: what are you feeling), comprehensive symbols 

(ex: emoticons for conveying emotions), for application’s ease of use, quick learnability, and logging 
repeated and accurate input. Before the participants start providing emotion data, our data collection 

Reflektion app requires one time on-boarding setup. During on-boarding, participants are asked to 

provide basic demographic data (age-range, gender and occupation status) and big five personality 

traits (extraversion, openness, conscientiousness, agreeableness, and neuroticism). Each trait is 

provided with three descriptors as low, medium and high which represent level of each personality 
trait. To ensure most appropriate selection for personality traits by participants, app UI provides 

description and expected behaviour for each trait. Users can then easily follow the simple three-step 
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process to reach the emotion selection page through various nudges, select emotion, and select related 

activity to record the emotion data. We initially started with nine emotion categories and further 

expanded to three more emotion categories based on user feedback in subsequent release of the 

application. In the future, we aim to provide insights based on the patterns emerging from the emotion 

data on the application screen. 

 

   

a. Silent Notifications b. Revisiting Notifications c. Widget Nudge 

Figure 2. Periodic notifications for data collection & Widget nudge for Data annotation.  

4 System Design and Data Collection 

Post designing the user interface and application structure, implementing an effective system 
functionality is another challenge. We take inspiration from LiKamWa et al (2013) and attempt to 

further eliminate some gaps. We observe a need to collect the smartphone activity data in the 

background before and after the user records their emotion to capture the details of what could have 

led to the emotion and the user behavior in a particular emotional state. Our data collection window 

lasts 45 minutes, and we trigger a notification 15 minutes into the collection window (data collected 
for 15 minutes before user-annotation, 30 minutes post the annotation). For user convenience, we 

prompt the user to annotate the data with a frequency of 4 times daily, between 9am and 9 pm. This 

ensures that participants do not disable the app, fearing battery drain. However, the participants can 

enter emotion anytime by directly launching the application. Participants were made aware of the data 

and data collection process to ensure transparency. We design the data collection, and annotation 

application with these policies after detailed user-trial experimentation and research (LiKamWa et al., 
2013). For deciding the data collection window, we take cues from previous studies by MoodExplorer 

(Zhang et al., 2017) and EmoSensing (Roshanaei et al., 2017) and experimented with one-hour 

window size during the early phase of data collection. However, we observe that multiple emotions 

are being reported by participants due to the large window size, leading to undesired data collection. 

So, based on user feedback and our data analysis, we reduced the data collection window to 45 

minutes. 

The designed application allows the user to record emotion in multiple ways: Through Scheduled 

Notifications, the widget, and self-initiated, as explained in the previous section. The application 

system design has mainly three core components shown in the Figure 3: 1) Work Manager, 2) 

Monitors, and 3) Logger. 

The Work Manager is responsible for scheduling tasks periodically by transitioning among different 

states. These states are None, Monitor, Notification, and Cleanup. The application enters the None 

state immediately after installation, then enters the Monitor state where we register for required 
Monitors to capture data. We then register for the Notification state with a 15-minute delay. In this 

case, we give the user a gentle nudge to enter their current emotion, with an optional activity entry and 

a short note that allows us to capture the trigger for the entered emotion. The monitors continue to 
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function while in the notification state. The work manager registers for the cleanup state with a 30-

minute delay after the notification, where we unregister all monitors and retrieve the collected data 

from the database to convert it to JavaScript Object Notation (JSON) files. The Monitor state is 

registered with 120-minute delay. The Logger then attempts to log the collected data into an Amazon 
Web Service (AWS) Simple Storage Service (S3) bucket that holds the data accumulated from all the 

users. We determined the duration of these delays through extensive user-trial experimentation. 

 

 

Figure 3. Periodic notifications for data collection & Widget nudge for Data annotation.  

 

The Monitors are various broadcast receivers and listeners that help capture significant user activities 
like App usage time, Wi-Fi connection/disconnection, Flight Mode On/Off, etc. Some features like 

Call duration are further used to derive essential elements like average call duration for the top 10 

most contacted individuals. These are non-intrusive features collected through user consent. We 

ensure to mask any PII if present in any collected user data. 

The Logger takes care of sending the user data to the AWS S3 Bucket. This first checks for any 

working network connection. If the device is connected, it checks for any pending JSON files for 

logging. Once we determine that there are indeed files pending, the Logger fetches the JSON files and 

attempts to log into the server. Once successful, the files are deleted from internal memory. Note that 

we use the secure android identifier to uniquely identify each device and avoid any personal 
information from being acquired. The files corresponding to respective devices are stored in separate 

folders. 

5 Emotional Data Analysis 

One of the crucial components of the entire process is data analysis. Analytics is used to process the 

collected raw data and further turn it into insights (that can unearth new relationships between 

features). Additionally, we can use these insights to provide actionable recommendations and feature 

improvement suggestions as shown in Figure 4. This section provides an example of different 

analytics performed on the collected data, to demonstrate its potential.  

 

 

Figure 4. Data Processing pipeline.  



Barath Raj et al. /Emotional Insights and Predictions 

Global Journal of Business and Integral Security 7 

5.1 Research context 

The android-based annotation application called Reflektion is used to collect the data. The annotated 

data is collected from November 2022 to April 2023. As mentioned in previous sections, this study 
aims to understand user conduct, emotion, and personality and explore relationships that can enable 

novel use cases. The participants used Android-based smartphones having Android Pie and above 

version. The participants are given the freedom to log the emotion data or ignore the prompt, thereby 

eliminating any need for forced entry to strengthen the authenticity of the data further.  

 

 

Figure 5. Ground Truth Labels Tagging & Demographic Data Distribution 

 

As shown in Figure 5a, approximately 11 percent of the data collected is tagged by the user with 
emotion. 13% of participants are female and 87% male. A major percentage (98%) of participants are 

within the age group of 20-40 years. This demographic distribution is covered in Figure 5b and 5c 

respectively. This dataset is not entirely representative of the user’s smartphone usage behavior, 

mainly due to demographic constraints (all the participants are from a specific country). Also, all the 

participants are employed. Nevertheless, the outcomes highlight the approach’s unique value.  

5.2 Data visualization and emotional insights 

Under this, we plot individual features and try to derive insights from the same. One crucial finding is 

that the existing eight basic emotions are not enough to capture user emotions non-intrusively. Instead, 
few other emotion categories get priority over the different categories of eight basic emotions, as 

shown in Figure 6a. Figure 6b shows the distribution of other emotions manually entered by the 

participants. 

 

  

Figure 6. Emotion Distribution labelled by the Users. 
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The distribution of significant application categories usage for various emotions is covered in Figure 

7. A social category app is used mainly by the user in a happy or neutral emotional state. One 

fascinating insight is that user tends to use entertainment applications when they are sad. When the 

user is disgusted, music-related applications are rarely used. Apart from happy and neutral emotions, 

when the user’s emotional state is that of trust as well, music applications are used. 

 

 

Figure 7. Emotion Distribution in different category of applications (App Usage vs Emotion). 

 

Users tend to lock/unlock phones more when in an anticipation state as shown in Figure 8a. In 

anticipation state, apart from high lock/unlock, foreground time (refer Figure 8c) and food/drink 
category app usage is also high compared to other emotional states. This can be when user orders 

food, keeps lock/unlock the phone and enters into anticipation state. Figure 8a shows lesser 

lock/unlock frequency for sad emotion state and Figure 8c also shows comparatively low values for 

foreground time for sad emotion. From these observations, it can be weakly inferred that user tends to 

use phone less when in sad state. High incoming calls are associated with anticipation state can be 

seen in Figure 8b. For all the graphs in Figure 8, X-axis represents count/usage (in minutes) of feature 

fitted in fixed size bins, Y-Axis represents number of Data points available in the bins.  

 

 

Figure 8. Emotion Distribution among various smart phone features. 

 

Figure 9 captures emotion dynamics of the emotion data logged by the user. Figure 9a captures the 

count of different emotions entered by individual users over the data collection period. Figure 9b 
captures the distribution of emotion entered by various users in sequential manner affirming the fact 

that user undergoes through various emotions over a period of time and our data captures the variation.  
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Figure 9. User Emotion Dynamics. 

6 Feature Engineering 

As a first step, we collect user data through android based Reflektion App as mentioned in section 4.  

Further, this data is encrypted and sent to the server in JSON format. JSON data files are downloaded 

and further processed to convert into Comma Separated Values (CSV) format in the next step to draw 

actionable insights and model development. We use python-based environment for all our data pre-

processing and model development. 

Figure 10 describes our proposed model pipeline. We use heat map-based feature correlation analysis 

to understand the correlation between features. We identify that ’application added’ and ’application 

replaced’ are highly correlated and hence dropped the ’application replaced’ feature. We also observe 
that some of the captured features always have null values such as physical activity corresponding to 

foot and tilting, and application-changed events, so we decided to drop these. 

 

 

Figure 10. Overview of Model Prediction Pipeline, with Novel smartphone data. 

 

As a part of the pre-processing pipeline, we first remove outliers from non-categorical features and 

then apply standard scaler normalization on these features. For identifying outliers, we use the inter 
quantile range (IQR) to identify and replace outliers by mean values of the respective features. In our 

experiment, replacing outliers by mean instead of Q3 (third quantile) gives better results. We then 

encode categorical features such as age group, user activity, time of the day, five personalities 

(openness, agreeable, conscientiousness, extraversion, neuroticism), and phone mode using one hot 

encoding method and use label encoding for our target variable ’user emotion’ and gender. For getting 
the time of the day, the entire day is divided into four segments: Morning (6-12), Noon (12-16), 

Evening (16-20), and Night (20-6) which makes it a categorical feature for our analysis. After the 

feature encoding step, we get a total of 59 features including the target variable which we use for 

model training and validation. As discussed in section 5.2, we get several emotion labels tagged by 

users but for the emotion prediction task, we drop those emotions whose frequency is less than 2% 

across the data. Consequently, we get five emotions viz Happy, Neutral, Anticipate, Tired/Sleepy, and 
Sad. We drop other emotions as the number of data points is not sufficient for training and validation. 

As shown in Data Visualization and Insights, the dataset is highly imbalanced with emotions such as 

happy and neutral having a higher proportion of samples compared to the other emotions. So, to 
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handle the data imbalance issue, we try different standard sampling approaches such as Synthetic 

Minority Oversampling Technique (SMOTE) (Chawla et al., 2002) and SMOTE-based over and 

under-sampling strategies as well as class weights for better generalization of the model on rarer 

classes. In our experiments, we get better results using class weights compared to other methods. So, 

for all experiments, we adopt class weights as a standard method for handling class imbalance. 

Apart from emotion prediction, we also provide predictions for three sentiments polarity viz. positive, 

negative, and neutral on the same dataset. To generate sentiment ground truth for the data points, we 

use a study by Goncalves et al (2017) to group different emotions into sentiments. Unlike for emotion 
task where emotions having frequency lesser than 2% are dropped, we consider all emotions for 

getting sentiment labels except the surprise and anticipation emotions as they can be both positive and 

negative based on the user activity outcome. 

7 Emotion Prediction: Result & Analysis 

In this section, we discuss the results related to our annotation and emotion prediction methods. One 

significant point is that our method does not incur a higher mental workload than filling annotations 

using the widely-used Self-Assessment Manikin (SAM) method (Margaret et al.). 

We perform a detailed comparative study between prior works involving smartphone-based annotation 

techniques to perform various emotion prediction tasks as shown in Table 2. We observe that the 

Reflektions application fairs better in terms of preserving user privacy and capturing natural emotion 

as no private data is used and user smartphone-related tasks are not hampered. Additionally, we also 

make use of demographic and personality information given by the user to improve prediction results 
which is not explored by prior works. We are also able to collect sizeable annotated data samples 

without any monetary rewards for the participants. 

 

 

Table 1. Comparative study between various smartphone-based annotation applications. 

 

Since there is no public dataset available for benchmarking emotion and sentiment prediction using 

mobile phone usage data, we could not provide a comparison of our method performance with respect 

to State of the art (SOTA) and instead validated our dataset using standard models. For our labelled 

dataset, we train both machine learning (ML) and deep learning (DL) models to classify emotions and 

sentiments. Since our labelled dataset is small, ML models are found to be more effective than DL 
models. As shown in Table 3, we train several tree-based models such as Random Forest (Breiman, 

2001), Support Vector Machine (SVM) – Radial Basic Function (RBF) Kernel (Hearst et al., 1998), 

XGBoostClassifier (Chen et al., 2016), Gradient Boosting Classifier (Chen et al., 2016), CatBoost 

(Dorogush et al., 2018) and Light Gradient Boosting Machine (LightGBM) (Guolin et al., 2017) for 

our tasks. We divide the dataset into 80:20 training and testing ratio, with 20% of the data points used 
for testing. For every trained model, we apply grid search-based hyperparameter tuning and observe 

the performance improvement in nearly all the models. For fine tuning tree-based models, mostly two 

parameters are considered: max depth and n estimators which represent the depth of the tree and the 
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number of trees respectively. As shown in Table 3, we get the best performance for the emotion 

prediction task using Random Forest with the following hyperparameters: max depth=18; n 

estimators=300; min samples leaf =5. Similarly, for the sentiment task, SVM with hyperparameters as 

gamma=0.009; kernel = ’rbf’; C =3 provide the best performance. 

For comparison, we also train two deep learning models namely Multi-Layer Perceptron (MLP) and 

1D convolution. MLP consists of three dense layers with units viz 32, 64, and 128 in sequence. 

Similarly, the 1D convolution model consists of three 1DConv layers having kernel sizes of 32, 64, 

and 128 followed by a 128-dense layer. The last layer for both the models is the classification layer 
with 5 units for the emotion task and 3 units for the sentiment task. For both models, we use the 

activation function as Rectified Linear Unit (ReLU) for intermediate layers and SoftMax for the 

classification layer. For hyperparameter tuning and to get an optimum number of layers for both 

models, we use the Keras Tuner framework, and above discussed configuration provided the best 

performance. Other hyperparameters are as follows: learning rate = .0001; batch size = 64; epochs = 

100.  

 

Table 2. Performance of different classifiers on Emotion and Sentiment prediction tasks. 

 

Since our training and validation data is highly imbalanced (Happy: 45%, Neutral: 33%, Anticipate: 

8%, Sad: 5%, Tired/Sleepy: 9%), we calculate F1 score, Average Precision (AP) for both the 
sentiment (3 classes: positive, negative, and neutral) and emotion (5 classes: Anticipate, Happy, 

Neutral, Sad and Tired/Sleepy) prediction tasks. F1 score (macro average) is a simple average over all 

classes, so each class is given equal weight independent of their proportion and AP (Micro) takes into 

account the class imbalance in calculating average precision. Table 3 shows the performance of 

several models for both tasks. For the emotion prediction task, the Random Forest algorithm provides 
the best performance among others achieving 67.73% accuracy, 56 % F1-score, and an AP score of 

.72. The SVM (RBF kernel) outperformed other models with an accuracy of 77.95%, F1-score of 78% 

on the sentiment prediction task.  

 

 

Table 3. Performance results for Emotion and Sentiment prediction tasks. 

 

Table 4 provides class-wise precision, recall, and F1-score by best performing Random Forest and 
SVM models on emotion and sentiment prediction tasks respectively. Low scores for Sad and 

Tired/Sleepy emotions can be attributed to the lower number of samples in the data distribution.  
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We perform an ablation study to analyse and understand the impact of demography (age, gender) and 

personality (five personality traits) as input features to the emotion model. Table 5 discuss 

experimentation performed for top-performing ML models for the emotion prediction task. It can be 

seen that there is always performance improvement whenever either demography or personality or 
both are taken as input to the model. Another interesting observation is, when personality alone is 

considered as input (dropping demography features) along with other features, we get the best 

performance for SVM and fair performance on the Random Forest model. It establishes the fact that 

there is implicit relation between emotion and personality, and knowing the user’s personality can be 

beneficial in determining the user’s emotional state. We also observed a little performance drop when 
both demography and personality features are considered. One possible reason can be high data 

imbalance with respect to gender and age group (refer Figure 5) leading to downward performance.  

 

 

Table 4. Ablation Study for Emotion Task. 

 

We notice subpar performance for the emotion prediction task in comparison to the sentiment 

prediction task. It is particularly due to 1) the relatively lesser number of samples for the classes such 

as Anticipate, Sad, and Tired/Sleepy. 2) feature set for rare classes like Sad, Tired/Sleepy, etc., is 

highly overlapping with classes such as happy and neutral as demonstrated in the t-SNE plot in Figure 

11a and thus making it challenging for the models to learn exact boundaries. Relatively better 

performance for the sentiment prediction task can be attributed to the reduced complexity of the task 
as a result of grouping emotions into sentiments as confirmed by the t-SNE plot in Figure 11b. The t-

SNE plot shows that both positive and neutral class data points form separate clusters (except for a 

few outliers) while negative class data points lie mostly in the periphery of the other two classes 

making the model learn the pattern and perform better. 

 

 

Figure 11. t-SNE plot for emotion and sentiment prediction tasks using categorical features. 
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In Figure 12, we demonstrate various performance metrics for Random Forest on emotion prediction 

task. Figure 12a shows the True Positive Rate (TPR) versus False Positive Rate (FPR) graph, called as 

Area Under the Curve-Receiver Operating Characteristic (AUC-ROC) curve, across varying 

thresholds for target emotion classes. The ROC curve with better discrimination ability lies top left 
corner. It can be seen that Neutral and Anticipate have greater discriminate abilities than Sad. Figure 

12b shows class-wise Precision-Recall (PR) performance (referred as class-wise AUC-PR curve). For 

each class, it is calculated by considering the problem statement as binary and represents the 

discrimination capacity of individual class versus others. In our case, we perform target class vs others 

analysis to get class wise average precision score. It can be seen that Happy and Neutral perform 
comparatively better and Sad has the lowest precision score. Figure 12c shows a trade-off between 

precision and recall for our emotion prediction task, micro-averaged over all the classes. 

 

 

Figure 12. Performance of Random Forest classifier on Emotion Prediction task. 

 

Given the challenges of designing data collection applications for smartphones, there are a few 

limitations to our work. First, the Reflektion app is designed to capture real-world smartphone 

interactions non-intrusively and strictly adhere to user privacy. This prohibits us to use user content 

like chat messages, pictures etc. which if utilized can naturally increase the accuracy. Still, we believe 

our findings provide a first step towards collecting more precise emotional ground-truth labels without 
compromising user privacy. Second, while we designed and iterated alternatives for inputting real-

time emotion annotation, we explored external factors/activities influencing emotion in a limited way. 

However, our aim here was to firstly validate how well our designed annotation method works in 

comparison to the standard practice of asking participants to log emotions specifically. Further, we 

also observed imbalance in our dataset (Gender and age-group, emotion data distribution), which 
negatively impacted model predictions. However, we overcome these limitations during the 

preprocessing phase by using appropriate feature engineering strategies. 

8 Conclusion and Future Works 

We presented a design for a real-time emotion annotation technique for smartphone usage behavior 

without invading user privacy. Our approach enables researchers to collect emotion annotations while 

using a smartphone. Through collection methodology, we ensure that our method does not incur extra 

pressure to log emotions, as emotion entry is optional. This also ensures that the logged data capture 

genuine emotions. Moreover, we verified the consistency of annotations by deriving new insights 

about user behavior and strengthening insights derived from previous work in the field. We further use 
the annotated data to predict user emotions and sentiment with good accuracy. We also demonstrated 

that using the user personality as one of the features, emotion prediction accuracy can be enhanced. 

Once user emotion is known, one can enable various novel on-device and multi-device experiences. It 

is possible to achieve deeper personalization in applications like Music players, Search, Contacts, etc. 

on the device where recommendations can take user emotion into account. Our work underscores the 
importance of collecting ground truth emotion annotations, which is essential for ensuring accurate 
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user emotion recognition non-intrusively. Further, in the future, we plan to explore deep learning 

methodologies like zero-shot learning to increase the accuracy of emotion prediction. Also, we intend 

to distribute a mobile application across geographies and a few educational institutions to improve the 

demographic distribution of data and to achieve better generalization. 
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