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Abstract

This review examines a wide range of machine learning (ML) tools used in educational settings,
focusing on their effectiveness in teaching both ML concepts and Python programming. The analysis
covers commonly used platforms such as Google Colab, TensorFlow, Keras, Scikit-learn, Teachable
Machine, Create ML, WEKA, KNIME, and Open Mind, assessing their educational value and
limitations. The study finds that while low-code and no-code tools lower the barrier to entry for ML
education, they often lack the flexibility and depth needed to support the development of advanced
analytical and programming skills. In contrast, tools like Python libraries provide robust learning
experiences but demand a higher level of prior knowledge. The research identifies a gap between
accessible tools and those capable of fostering Python proficiency, emphasizing the need for
integrated solutions that balance usability and technical rigor. This work contributes to the discourse
on enhancing ML education through strategic tool selection.
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1 Introduction

The field of machine learning, as a subset of artificial intelligence, has undergone a transformative
evolution since its inception, marked by periods of both fervent advancement and relative stagnation,
ultimately leading to sophisticated methodologies and widespread applications. The term "machine
learning” itself was coined by Arthur Samuel in 1959, who defined it as the ability of computers to
learn without explicit programming (Mohammadi and Farsijani, 2023). Early approaches to machine
learning were rooted in symbolic reasoning and rule-based systems, where expert knowledge was
encoded into algorithms to solve specific problems; these systems, while effective in narrow domains,
proved brittle and unable to generalize to novel situations (Reddy and Fields, 2022). This limitation
highlighted the need for systems that could learn directly from data, paving the way for the
development of statistical machine learning techniques (Panch, Szolovits and Atun, 2018). The rise of
statistical machine learning in the late 20th century brought forth algorithms such as linear regression,
logistic regression, decision trees, and support vector machines, which provided a more principled and
robust approach to learning from data (Panch, Szolovits and Atun, 2018). These methods leveraged
statistical theory to model relationships within data and make predictions based on these models.

The development of machine learning algorithms has been driven by the need to solve problems that
are difficult to program explicitly (Sarker, 2021). The performance of these algorithms is based on the
availability of data and computing resources (Simeone, 2018). The growth of data today is widespread
across scientific disciplines, and gaining insight and actionable information from data has become a
new mode of scientific inquiry as well as a commercial opportunity (Brunton, Noack and
Koumoutsakos, 2019; Eckart, Eckart and Enke, 2021; Ono and Goto, 2022). The increase in the
amount of data is due to the data explosion era and is expected to improve output. Machine learning
provides a mechanism to process large amounts of data, gain insights about the behaviour of the data,
and make more informed decision based on the resulting analysis (Injadat et al., 2021). ML algorithms
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use statistical methods to learn from data without being explicitly programmed (Orji and Vassileva,
2022).

The late 20th and early 21st centuries witnessed the resurgence of neural networks, fueled by advances
in computing power and the availability of large datasets (Zhou et al., 2017). These Deep Learning
models, characterized by their multi-layered architectures, demonstrated an unprecedented ability to
learn complex patterns and representations from raw data (Linardatos, Papastefanopoulos and
Kotsiantis, 2020). Deep learning models achieved state-of-the-art results in various domains, including
image recognition, natural language processing, and speech recognition (Khan et al., 2023).

However, successful adoption of Business Analytics in entrepreneurial organizations depends also on
organizational, cultural, and process-related factors. Key success factors include the integration of
technical, business, and soft skills, the standardization of data practices, and the use of advanced
analytical tools (Rao and Provodnikova, 2021).

The present study explores the various software tools designed for educational purposes in the context
of machine learning (ML) algorithms and presents a comprehensive overview of well-known ML
software tools that are commonly utilized in educational settings. By examining these tools, the review
seeks to determine their effectiveness not only in teaching students the fundamental concepts and
methods of machine learning but also in facilitating the acquisition of Python programming skills. The
dual focus on ML and Python is intended to provide insights into how integrated learning
environments can enhance the educational experience, thereby equipping students with both
theoretical knowledge and practical skills essential for their future careers in data science and related
fields.

2 Theoretical Framework of ML Education

The integration of machine learning (ML) methods into students' education has become increasingly
significant as the demand for skilled professionals in artificial intelligence (Al) and ML grows. The
theoretical framework for teaching ML methods to students is grounded in several key principles:

o Constructivist Learning Theory: Constructivism posits that learners construct their own
understanding and knowledge through experiences and interactions. In the context of ML
education, this theory emphasizes hands-on learning, where students actively engage with ML
algorithms and datasets to build their understanding (Ersozlu, 2024; Mallek et al., 2024; Pinto
et al., 2023)

o Cognitive Load Theory: Cognitive load theory suggests that learning is optimized when the
cognitive demands placed on learners are managed effectively. This is particularly relevant in
ML education, where the complexity of algorithms and data can overwhelm students.
Educators must design curricula that scaffold learning and gradually introduce more complex
concepts (Berssanette and de Francisco, 2021; Duran et al., 2022; Suryani et al., 2024).

e Situated Learning Theory: Situated learning theory asserts that learning occurs within a
specific context and is closely tied to the environment in which it is applied. In ML education,
this means providing students with real-world problems and datasets to work on, thereby
enhancing the relevance and applicability of their learning (Ben, 2004; Marougkas et al. 2023;
Dai and Ke, 2022).

Predictive analytics using ML and DL methods, has become a reframing tool that enables
organizations to make data-driven decisions, optimize operations and reduce costs, extracting valuable
intuitions from their data (Lindéus and Shetty, 2023; Balaji and Silic, 2022). The rapid advancement
of machine learning and deep learning technologies has necessitated the evolution of educational
methods to keep pace with these innovations. Various software tools and platforms have emerged to
facilitate the teaching and training of individuals in ML and DL, each contributing uniquely to the
educational landscape.

Llerena-Izquierdo et al. (2024) highlights the positive impact of Al tools like Google Colab on
introductory programming education. Google Colab's cloud-based environment allows students to
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write and execute Python code seamlessly, providing access to GPUs and TPUs for complex model
training. This tool has increased student interest and satisfaction, making learning more engaging and
interactive. However, the study also identifies a gap in the accessibility of such tools for students with
limited internet access or computational resources. Ensuring equitable access to these technologies
remains a challenge that needs addressing.

Google Colab is a popular platform for machine learning, especially in educational settings, due to its
accessibility and ease of use (Nelson and Hoover, 2020). According to recent research, Google Colab
provides a free cloud-based Jupyter Notebook environment, making it convenient for writing, running,
and debugging code in Python and other languages without local installations (Ferreira et al., 2024;
Sukhdeve and Sukhdeve, 2023; Bisong, 2019a). It offers computational resources sufficient for
running modern Al techniques interactively (Nelson and Hoover, 2020). Moreover, Colab simplifies
the process of demonstrating training, modelling, testing, and utilization (Lee and Kwon, 2024). Some
papers concisely demonstrate the essential steps to build a model training and testing environment on
Google Colab, which can help readers without expensive computing supports (Widiantoro et al.; 2021;
Chang and Zhang, 2022; Meyer et al., 2022; Moctezuma et al., 2023; Han and Kwak, 2023). Colab
allows also researchers to feed and retrieve data dynamically, helping them concentrate more on their
thesis rather than data management (Halyal, 2019). Google Colab cloud virtual platform may also be
used for calculation comparison, allowing researchers to compare the computational efficiency and
accuracy of different algorithms (Huang et al., 2023). It is also used to implement and run Python
software interactively and share it with collaborators (Ferraris et al., 2023).

TensorFlow is an open-source platform developed by Google for machine learning and artificial
intelligence. It provides a comprehensive ecosystem of tools, libraries, and community resources that
make it easier to build and deploy machine learning models (Pang et al., 2020; Singh et al., 2020).
TensorFlow is widely used in various industries, including healthcare, finance, and e-commerce, for
tasks such as image recognition, natural language processing, and predictive analytics (Lakshmi, 2018;
Doleck et al., 2020; Grattarola and Alippi, 2021; Ike et al., 2023; Kalkha et al., 2023; Upasani et al.,
2023; Salloum et al., 2022). Its versatility and extensive community support make it a popular choice
for machine learning practitioners.

Abadi et al. (2016) describe TensorFlow's architecture and its applications in large-scale machine
learning. TensorFlow's flexibility and scalability make it suitable for various ML tasks, from research
to production. Novac et al. (2022) compare TensorFlow and PyTorch, focusing on their efficiency in
developing convolutional neural network applications. While TensorFlow is user-friendly, PyTorch
offers more flexibility, particularly for research purposes (Chirodea et al, 2021). Despite these
strengths, there is a gap in the integration of these tools into standard curricula. Many educational
institutions still rely on outdated programming languages and frameworks, hindering students'
exposure to cutting-edge technologies (Rovshenov and Sarsar, 2023; Demir, 2022).

Keras is an open-source, high-level neural networks API written in Python. It is designed to enable
fast experimentation with deep neural networks and can run on top of several deep learning
frameworks, including TensorFlow, Microsoft Cognitive Toolkit (CNTK), and Theano. Routhier et al.
(2021) discuss the use of Keras for implementing deep learning models in genomics. Keras's ease of
use and efficiency in developing complex models for genomic data analysis are notable. However, the
study points out a gap in the availability of specialized courses that focus on the application of DL in
specific domains like genomics. Most educational programs offer generalized ML and DL courses,
which may not adequately prepare students for domain-specific challenges. Keras is known for its
simplicity and ease of use. It provides a user-friendly interface that allows developers to build and
train deep learning models with minimal code (Chicho and Sallow, 2021; Bhalerao and Ingle, 2021;
Heaton, 2020). This makes it accessible to both beginners and experts in machine learning. Keras also
includes a library of pre-trained models that can be used for various tasks, such as image classification,
object detection, and natural language processing (Zhou et al., 2024; Ma et al., 2024). These models
can be fine-tuned for specific applications, saving time and computational resources (Mathew and
Bindu, 2020).
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Scikit-learn is an open-source machine learning library for Python. It is designed to be simple and
efficient for data mining and data analysis, and it is built on top of other scientific computing libraries
such as NumPy, SciPy, and matplotlib (Hao and Ho, 2019). Scikit-learn provides a wide range of
methods and a comprehensive suite of machine learning algorithms, including classification,
regression, clustering, and dimensionality reduction. Some popular algorithms include support vector
machines (SVM), random forests, k-means clustering, and principal component analysis (PCA)
(Pedregosa et al., 2011). The Scikit-learn library offers a consistent and user-friendly API that makes
it easy to implement and experiment with different machine learning models (Zhou et al., 2023). The
API is designed to be intuitive and accessible for both beginners and experienced practitioners.
Furthermore, Scikit-learn includes various tools for data preprocessing, such as scaling, normalization,
encoding categorical variables, and handling missing values (Hao and Ho, 2019). These tools help
prepare data for machine learning tasks.

The library also provides a range of metrics and tools for evaluating and selecting models, including
cross-validation, grid search, and various performance metrics like accuracy, precision, recall, and F1
score (Bisong, 2019a). Finally, Scikit-learn is designed to work seamlessly with other scientific
computing libraries in the Python ecosystem, such as NumPy, SciPy, and pandas (Bisong, 2019b).
This integration allows for efficient data manipulation and analysis.

Raschka et al. (2020) review the main developments in machine learning with Python, including the
use of Scikit-learn. Scikit-learn's simplicity and effectiveness in data science and ML applications are
emphasized. Saarela and Jauhiainen (2021) compare different feature importance measures using
Scikit-learn, providing valuable insights into model performance and feature relevance. Despite these
contributions, there is a gap in the practical application of these tools in real-world projects. Many
educational programs focus heavily on theoretical aspects, leaving students underprepared for
practical, hands-on experiences.

3 Applications for ML education

Several challenges exist in integrating machine learning and deep learning methods into student
education. These challenges span from the need for diverse knowledge and understanding individual
difficulties (Li et al., 2023) to ethical considerations (Madububambachu et al., 2024) and the essential
integration of learning theories (Zhai et al., 2021).

The most significant challenge is that many machine learning courses assume a level of programming
proficiency that students may not possess. To address this, some educational tools offer innovative
ways to teach ML concepts without requiring programming skills (Lee and Kwon, 2024). These tools
often simplify the ML process, explicitly demonstrating training, modeling, testing, and utilization
(Lee and Kwon, 2024).

Teachable Machine, Create ML, WEKA, KNIME and Open Mind, are powerful tools designed to
simplify the process of building and experimenting with machine learning models. Each of these tools
offers unique features that cater to different user needs, from low-code/no-code environments to more
advanced functionalities for data analysis and model training. They collectively contribute to making
machine learning more accessible and understandable for a wide range of users, including educators,
students, and professionals.

Teachable Machine is a web-based tool developed by Google Creative Lab that allows users to create
machine learning models quickly and easily, without requiring coding (Carney et al., 2020). It
simplifies the ML process, making it accessible to students, teachers, designers, and others interested
in exploring ML concepts (Prasad and Manjunath, 2024). Teachable Machine has successfully
democratized access to machine learning by providing a user-friendly interface that allows individuals
without specialized technical expertise to create custom classification models (Agassi et al., 2019).
The tool has been instrumental in educational settings, where it has been integrated into curricula and
used to develop tutorials and resources on topics such as Al ethics (Huang et al., 2022; Hagendorff,
2020). Additionally, the structured learning content provided by the tool has facilitated a deeper
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understanding of machine learning concepts among users, making complex ideas more accessible and
engaging. These findings collectively demonstrate Teachable Machine's role in empowering a diverse
audience to explore and learn about machine learning in an intuitive and impactful way (Carney et al.,
2020). While Teachable Machine offers an excellent environment for creating machine learning
models with its user-friendly interface and intuitive design, it falls short as a tool for learning Python.
Teachable Machine is designed to abstract away the complexities of coding, allowing users to focus on
the conceptual aspects of machine learning without needing to write any code. This makes it highly
accessible for beginners and non-technical users but limits its utility for those seeking to develop
programming skills in Python. Learning Python requires hands-on experience with writing and
debugging code, understanding syntax, and working with various libraries and frameworks. Therefore,
while Teachable Machine is invaluable for quickly prototyping and experimenting with machine
learning models, it does not provide the necessary environment or resources for learning Python
programming, which is essential for more advanced and customized machine learning applications.

Create ML is Apple's powerful tool for building machine learning models directly on macOS,
designed to streamline the model training process while maintaining robust functionality. The tool
offers a user-friendly interface that allows users to train models without writing code, making it
accessible to a wide range of users, from beginners to experienced developers (Apple, 2025). Create
ML supports multimodel training, enabling the simultaneous training of multiple models using
different datasets within a single project. It provides comprehensive training control features, such as
the ability to pause, save, resume, and extend the training process, ensuring flexibility and efficiency.
The tool also includes data preview functionalities, allowing users to visualize and inspect their data to
identify issues like mislabeled images or misplaced object annotations (Healy, 2024). On-device
training leverages the computational power of CPU and GPU, facilitating fast and efficient model
training. Additionally, Create ML offers model previews and visual evaluation tools, enabling users to
interactively assess model performance on test data and explore key metrics (Fergus and Chalmers,
2022). These features collectively make Create ML a versatile and powerful tool for developing
machine learning models. In terms of ML programming, Create ML does not offer the necessary tools
or resources to develop these programming skills, which are essential for more advanced and
customized machine learning applications. Therefore, while Create ML is invaluable for quickly
prototyping and experimenting with machine learning models, it does not provide the comprehensive
environment needed for learning Python.

WEKA (Waikato Environment for Knowledge Analysis) is a comprehensive suite of machine learning
software developed at the University of Waikato, New Zealand. It is designed to facilitate data mining
and analysis through a collection of visualization tools and algorithms for predictive modeling. WEKA
supports various standard data mining tasks, including data preprocessing, clustering, classification,
regression, visualization, and feature selection (Jain et al., 2022; Ratra, Gulia, and Gill, 2021; Nidhya
and Shah, 2023; Clarin, 2022). Its graphical user interfaces enhance ease of use, making it accessible
to both novice and experienced users. The software is fully implemented in Java, ensuring portability
across different computing platforms. Additionally, WEKA provides access to SQL databases via Java
Database Connectivity and can process results returned by database queries (Chowdhury et al., 2022).
It also integrates with Deeplearning4j for deep learning applications (Lang et al., 2019). The free
availability of WEKA under the GNU (General Public License) further underscores its value as a
versatile tool for educational and research purposes. Even though WEKA is an excellent environment
for data mining with its comprehensive suite of tools for data preprocessing, classification, clustering,
and visualization, it does not deliver any information concerning the source code used for the analysis
and it does not provide any help to those who are interested in Python programming for machine
learning.

KNIME (Konstanz Information Miner) stands out as a powerful educational tool, offering a
comprehensive suite of features that facilitate the teaching and learning of data science and analytics
(KNIME, 2025). Its intuitive, low-code interface allows educators to focus on teaching core concepts
without the steep learning curve associated with traditional coding. KNIME's visual workflows enable
students to engage with data preprocessing, analysis, and machine learning tasks through a drag-and-

Global Journal of Business and Integral Security 5



Machine Learning Tools in Educational Settings

drop interface, making complex processes more accessible and understandable (Berthold et al., 2013).
The platform supports a wide range of data science functions, from basic data preparation to advanced
model building, providing a versatile environment for various educational applications (Acito, 2023;
Celik and Cinar, 2021; Ihrmark, and Tyrkko, 2023). Additionally, KNIME's integration with popular
programming languages such as Python and R allows for the seamless incorporation of advanced
analytics techniques, bridging the gap between theoretical knowledge and practical application. The
active KNIME community and extensive resources, including pre-built workflows and educational
kits, further enhance its value as a teaching tool, fostering collaboration and continuous learning
among students and educators alike (O’Hagan and Kell, 2015). These features collectively make
KNIME an invaluable asset in the educational landscape, empowering the next generation of data
professionals. KNIME does not directly export Python source code for the models created within its
platform. However, there are several ways to use models created in KNIME within Python.

Open Mind is another web application designed to facilitate access to machine learning algorithms by
providing a user-friendly platform for training ML models (Open-Mind, 2020). Utilizing TensorFlow,
Open Mind supports the creation of binary classification models, allowing users to upload datasets and
train models directly within the browser. The application facilitates the download of trained datasets,
enabling further use and analysis. Its design offers an intuitive interface that simplifies the machine
learning process for non-technical users. By supporting dataset uploads and providing immediate
feedback on model performance, Open Mind empowers users to experiment with and understand
machine learning concepts without requiring extensive coding knowledge. This accessibility makes it
an invaluable tool for educators and students seeking to explore the potential of machine learning in a
practical and engaging manner (Ashtari and Eydgahi, 2017; Salas-Rueda et al., 2022).

While Open Mind provides a flexible environment for creating machine learning models through its
intuitive web-based interface, it is not particularly useful for those seecking to learn Python
programming. Open Mind's design focuses on simplifying the machine learning process by abstracting
away the complexities of coding, allowing users to train models without writing any code. Therefore,
while Open Mind is invaluable for quickly prototyping and experimenting with machine learning
models, it does not provide the comprehensive environment needed for learning Python.

Each of the above-mentioned machine learning tools offers unique features and caters to different user
needs. Teachable Machine is excellent for beginners and quick prototyping, while Create ML is ideal
for developers within the Apple ecosystem. WEKA provides a robust platform for academic research
and industrial applications, and KNIME excels in enterprise-level data analytics. Open Mind, though
not a technical ML tool, contributes to the cognitive development necessary for effective problem-
solving in machine learning. Selecting the appropriate tool depends on the user's expertise, the
complexity of the task, and the specific requirements of the project.

Tool Features

User-Friendly Interface: Intuitive and accessible for all skill levels
Real-Time Training: Provides real-time feedback during model training
Export Options: Models can be exported to TensorFlow.js

Versatile Inputs: Supports images, sounds, and poses for training models

Teachable Machine

On-Device Training: Fast training on Mac using CPU and GPU
Multi-model Training using different datasets in a single project
Data Previews: Visualize and inspect data for issues

Integration with Core ML: Seamless deployment in iOS apps
Extensive Algorithm Library: Wide range of ML algorithms

Data Visualization: Strong tools for visualizing data

User Interfaces: Both graphical and command-line interfaces
Java-Based: Runs on multiple platforms (Windows, macOS, Linux)
Visual Workflow Creation: Intuitive drag-and-drop interface
Python Integration: Supports Python scripts within workflows
Extensive Node Library: Large collection of nodes for various data tasks
End-to-End Process: From data preprocessing to model deployment

Create ML

WEKA

KNIME
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CAD/CAM Integration
Innovative Features for optimized programming and machining

Open Mind Global Reach: Widely used in various industries worldwide
Focus on Cognitive Development: Encourages critical thinking
Table 1. Low-code/No-code Machine Learning Tools and Features.

4 Research Gap

In today’s data-driven world, Python has become one of the most powerful and accessible tools for
data analytics (Nagpal and Gabrani, 2019; Srinath, 2017). Its simplicity, combined with a rich
ecosystem of libraries such as pandas, numpy, and matplotlib, makes it the language of choice for
aspiring data professionals (Hodeghatta and Nayak, 2023; Chandel et al., 2022). However, the path to
mastering Python for data analytics is not the same for everyone. The time required and the
complexity of the learning process vary significantly depending on two key factors: the student’s
background in programming and the level of proficiency they hope to achieve. One of the most
important factors influencing the time needed to learn Python is prior experience with programming
(Rivers, Harpstead and Koedinger, 2016).

For students who have no background in programming, the initial learning curve can be quite steep
(Ye et al., 2024; Ziogas et al., 2021). They must first become familiar with fundamental concepts such
as variables, loops, functions, and error handling before they can even begin working with analytical
tools. For these learners, reaching basic proficiency can take a significant amount of consistent study.
Students who have some experience with programming in other languages such as Java, C++, or R
generally find Python easier to learn (Alzahrani et al., 2018; Rivers, Harpstead and Koedinger, 2016).
While the syntax may be new, they already understand programming logic, control structures, and
basic computational thinking. Their learning process is usually smoother and more focused on
adapting to Python's syntax and getting comfortable with data-specific libraries. For students who are
already familiar with Python’s general-purpose capabilities, the shift into data analytics is more about
learning new libraries and thinking analytically than learning the language itself. These learners may
only spend significantly less time and focused effort to start working effectively with data (Anon,
2023). Their main challenge is transitioning from algorithmic or scripting tasks to working with data
structures and workflows used in analytics.

The second major factor that determines the learning complexity is the depth of expertise the student
wants to achieve. Python for data analytics can be learned at different levels, each requiring a different
amount of time and focus. At the beginner level, students aim to perform basic data analysis tasks such
as reading CSV files, cleaning simple datasets, and generating basic visualizations. This level is often
sufficient for people looking to enhance their existing roles in fields like marketing, operations, or
product management. At the intermediate level, learners start to handle real-world datasets, perform
complex data manipulations, and produce meaningful insights (Molin, 2021; Nelli, 2015). They
become capable of contributing to business intelligence projects and automating reporting processes.
For those pursuing an advanced level of proficiency, the goal extends beyond descriptive analysis into
predictive modeling and statistical analysis. This often includes using machine learning tools like
scikit-learn and understanding concepts such as regression, clustering, and time series forecasting
(Nagpal and Gabrani, 2019). Reaching this level requires a solid foundation in math and statistics in
addition to strong programming skills.

It becomes obvious that learning Python for data analytics is both accessible and flexible, but the
complexity of the journey depends heavily on a student's starting point and end goal. On the other
hand, low-code / no-code platforms (such as Teachable Machine, Create ML, WEKA, KNIME and
Open Mind) have rapidly gained traction in data analytics by offering visual interfaces and simplified
tools that enable users with minimal coding knowledge to develop functional analytic solutions. Their
appeal lies in rapid prototyping, ease of use, and accessibility, especially for small-scale or
departmental applications. However, despite their democratizing potential, low-code platforms face
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several significant issues that limit their effectiveness in more advanced or enterprise-level analytics
tasks.

One of the most pressing limitations of low-code platforms is their restricted flexibility and
customization. While they excel at providing pre-configured workflows and drag-and-drop
functionalities, these tools often fall short when users attempt to build non-standard solutions,
implement custom algorithms, or fine-tune machine learning models. Advanced tasks such as feature
engineering or parameter tuning are either overly simplified or entirely unsupported (Li and Wu,
2022). This restricts innovation and prevents analysts from fully optimizing their models or tailoring
workflows to specific use cases. Furthermore, scalability emerges as a major concern. Low-code tools
are generally weak to handle large datasets, perform real-time analytics, or integrate with distributed
computing frameworks. Because users have limited control over memory management, process
parallelization, and backend architecture, performance bottlenecks are common in high-volume
scenarios (Waqas et al., 2024).

In addition to technical limitations, low-code platforms often suffer from vendor lock-in and poor
portability. Many such tools are built on proprietary ecosystems that complicate or even prevent the
transfer of workflows to more flexible environments. This can lead to long-term dependency on a
single platform, posing risks for users seeking to scale or migrate their analytics infrastructure
(Avelino and Santos, 2023). A subtler but equally important issue is the lack of algorithmic
transparency in many low-code machine learning modules. These platforms often abstract away the
model internals, creating “black box” tools that limit users’ ability to interpret and explain analytical
outcomes (Li and Wu, 2022).

For these reasons, while low-code platforms can be powerful entry points into data analytics, they are
inherently limited in their ability to support the depth, scale, and rigor required for advanced analytical
work. More experienced users often turn to full-code environments like Python, which offer greater
flexibility, extensibility, and integration with a wide array of open-source libraries and scalable
architecture. Programming languages like Python offer unparalleled flexibility and granular control,
enabling users to build highly specialized models tailored to specific analytical tasks. Python’s
extensive ecosystem allows practitioners to experiment with cutting-edge algorithms, detailed
diagnostics, and scale solutions to production-level systems. This capacity is particularly crucial in
research and educational settings where custom workflows, cross-library integration, and fine-tuned
model validation are essential. Therefore, while LC/NC tools serve as valuable entry points for
democratizing machine learning, Python remains indispensable for advancing beyond basic use cases.

The research-gap identified in this study centers on the limitations of existing software tools designed
for educational purposes in machine learning. While these tools offer a flexible and intuitive web-
based interface for creating ML models, they fall short in effectively presenting Python programming
to users. This gap is particularly significant for researchers and students who are new to Python or ML
methodologies, as the current tools do not adequately support the development of Python
programming skills. Addressing this gap is crucial, as proficiency in Python is essential for
implementing and understanding ML algorithms.

5 Conclusion

While the development of software tools and online platforms has significantly advanced ML and DL
education, several gaps remain. The increasing popularity of low-code and no-code platforms has
lowered the entry barrier to data analytics, offering rapid prototyping and user-friendly interfaces for
novices. However, these tools are inherently limited in flexibility, scalability, transparency, and
customization, making them insufficient for more advanced or research-driven analytical tasks. As a
result, despite the democratizing potential of LC/NC platforms, Python remains the preferred
environment for complex, scalable, and transparent analytics. This underscores a critical research gap:
while educational tools simplify ML model creation, they often fail to effectively support the
development of Python programming skills. Bridging this gap is essential to empower students and
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researchers to move beyond basic applications and engage with machine learning at a deeper, more
rigorous level.
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